Computational modeling/cognitive robotics
Sidney D’Mello, Stan Franklin Computational modeling/cognitive robotics complements functional modeling/experimental psychology
New Ideas in Psychology 29 (2011) 217–227
This position paper explores the possible contributions to the science of psychology from insights obtained by building and experimenting with cognitive robots. First, the functional modeling characteristic of experimental psychology is discussed. Second, the computational modeling required for cognitive robotics is described, and possible experiments with them are illustrated. Next, we argue that cognitive developmental robots, robots that ‘‘live’’ through a development phase where they learn about their environments in several different modes, can provide additional benefits to the science of psychology. Finally, the reciprocal interactions between computational modeling/cognitive robotics and functional modeling/experimental psychology are explored. We conclude that each can contribute significantly to the other.
In our view computational models of human cognition that are consistent with related psychological theories provide the best design paradigm for cognitive robots. This is because such an approach is expected to yield both engineering and scientific gains. We expect engineering improvements because we are basing our computational mechanisms on the best known example of intelligence, i.e. humans. Scientific gains can be achieved by using computer systems to test, and perhaps augment, psychological theories of cognition. (2.1)

A cognitive robot embedded within a complex, dynamically changing environment must frequently and cyclically sample (sense) its environment and act on it. Therefore, the concept of a cognitive robot is deeply rooted in a broader class of systems known as autonomous agents. Franklin and Graesser (1997) define an autonomous agent as ‘‘a system situated within and a part of an environment that senses that environment and acts on it, over time, in pursuit of its own agenda and so as to effect what it senses in the future’’.

Following this definition, in order to function in its environment the control structure of a cognitive robot must be sufficiently broad to encompass basic cognitive processes such as perception, episodic memory, selective attention, action selection, and action execution. We consider these processes to be fundamental, each playing a unique but collaborative role in the functioning of a cognitive robot. We briefly describe each of these processes and also list possible computational mechanisms composed of ‘‘new AI’’ techniques that might be useful in modeling each process. (2.2)
We conclude by highlighting the usefulness of cognitive robotics towards obtaining a better understanding of human cognition. We believe that large scale working models of cognition that are mechanistic embodiments of functional psychological theories can be useful tools to guide the research of psychologists and cognitive scientists by generating testable hypotheses about human cognition and by providing the means of testing such hypotheses empirically. Such a cognitive robot would generate hypotheses about human cognition by way of its design, the mechanisms of its modules, their interaction, and its performance in either real or simulated environments. In principle, all of these hypotheses are testable; however, due to the relatively fine-grained level of analyses required to either confirm or reject them, more sophisticated brain and behavioral assessment technologies may be in order.
Samuel K. Moore  Multicore Is Bad News For Supercomputers
IEEESpectrum november 2008
High-performance computing has historically focused on solving differential equations describing physical systems, such as Earth’s atmosphere or a hydrogen bomb’s fission trigger. These systems lend themselves to being divided up into grids, so the physical system can, to a degree, be mapped to the physical location of processors or processor cores, thus minimizing delays in moving data.

But an increasing number of important science and engineering problems—not to mention national security problems—are of a different sort. These fall under the general category of informatics and include calculating what happens to a transportation network during a natural disaster and searching for patterns that predict terrorist attacks or nuclear proliferation failures. These operations often require sifting through enormous databases of information. 

In an effort to get things back on track, this year the U.S. Department of Energy formed the Institute for Advanced Architectures and Algorithms. Located at Sandia and at Oak Ridge National Laboratory, in Tennessee, the institute’s work will be to figure out what high-performance computer architectures will be needed five to 10 years from now and help steer the industry in that direction.
Thomas Serre and Tomaso Poggio  A Neuromorphic Approach to Computer Vision
communications of the acm | october 2010 | vol . 53 | no. 10
If physics was the science of the first half of the 20th century, biology was certainly the science of the second half. Neuroscience is now often cited as one of the key scientific focuses of the 21st century and has indeed grown rapidly in recent years, spanning a range of approaches, from molecular neurobiology to neuro-informatics and computational neuroscience. Computer science gave biology powerful new data analysis tools that yielded bioinformatics and genomics, making possible the sequencing of the human genome. Similarly, computer science techniques are at the heart of brain imaging and other branches of neuroscience.
Our visual cortex may serve as a proxy for the rest of the cortex and thus for intelligence itself. There is little doubt that even a partial solution to the question of which computations are performed by the visual cortex would be a major breakthrough in computational neuroscience and more broadly in neuroscience. It would begin to explain one of the most amazing abilities of the brain and open doors to other aspects of intelligence (such as language and planning). It would also bridge the gap between neurobiology and the various information sciences, making it possible to develop computer algorithms that follow the information-processing principles used by biological organisms and honed by natural evolution.
Dharmendr a S. Modha, Rajagopal Ananthanarayanan, Steven K. Esser, Anthony Nd irango, Anthony J. Sherb ondy , and Raghavendr a Singh Cognitive Computing

communications of the acm | august 2011 | vol. 54 | no. 8
Unite neuroscience, supercomputing, and  nanotechnology to discover, demonstrate, and deliver the brain’s core algorithms.
· Cognitive computing will lead to novel learning systems, non-von Neumann computing architectures, programming paradigms, and applications that integrate, analyze, and act on vast amounts of data from many sources at once.

· A new white-matter long-distance network spanning the entire Macaque monkey brain consisting of 383 regions and 6,602 connections opens fresh ways to analyze, understand, and eventually, imitate the network architecture of the brain.

· Path-breaking developments in cortical simulation algorithms enable cat-scale cortical simulations on Lawrence Livermore National Laboratory’s Dawn Blue Gene/P supercomputer with 147,456 CPUs and 144TB of main memory.
Colloquially, we understand the mind as a collection of processes of sensation, perception, action, emotion, and cognition. The mind can integrate ambiguous information from sight, hearing, touch, taste, and smell; it can form spatiotemporal associations and abstract concepts; it can make decisions and initiate sophisticated coordinated actions.
Cognitive computing aims to develop a coherent, unified, universal mechanism inspired by the mind’s capabilities. Rather than assemble a collection of piecemeal solutions, whereby different cognitive processes are each constructed via independent solutions, we seek to implement a unified computational theory of the mind. AI pioneer Allen Newell described it as “a single set of mechanisms for all of cognitive behavior. Our ultimate goal is a unified theory of human cognition.”
Vincent Chiew and Yingxu Wang FROM COGNITIVE PSYCHOLOGY TO COGNITIVE INFORMATICS
Proceedings of the Second IEEE International Conference on Cognitive Informatics (ICCI’03)
(19860114.pdf)
Cognitive informatics is the transdisciplinary study of cognitive and information sciences that investigates into the internal information processing mechanisms and processes of the natural intelligence – human brains and minds. This paper presents an extensive literature review on related research in psychology, cognitive science, informatics, computer science that led to the emergence of cognitive informatics.
Cognitive informatics is a cutting-edge and profound interdisciplinary research area that tackles the fundamental problems of modern informatics, computation, software engineering, artificial intelligence, cognitive science, neuropsychology, and life sciences. Almost all of the hard problems yet to be solved in the above areas share a common root in the understanding of mechanisms of natural intelligence and cognitive processes of the brain. Cognitive informatics is perceived as a new frontier that explores the internal information processing mechanisms of the brain, and their engineering applications in computing and the IT industry.
YINGXU WANG  Cognitive Robots. A Reference Model Toward Intelligent Authentication

IEEE Robotics & Automation Magazine  DECEMBER 2010  (05663913.pdf)
The final article of the special issue, “Cognitive Robots: A Reference Model Toward Intelligent Authentication” by Yingxu Wang, introduces an emerging technology of cognitive robots to model the cognitive processes of robot authentication. Fundamental problems remaining in cognitive robot studies include defining the necessary and sufficient intelligent behaviors of cognitive robots as well as distinguishing the intelligent capabilities of cognitive robots from those of their imperative counterparts. Wang presents a cognitive reference model of architectures and behaviors of cognitive robots. He explores cognitive informatics foundations of cognitive robots from the aspects of neural informatics and abstract intelligence. The architectural model of cognitive robots is described based on a layered reference model of the brain. The behavioral model of cognitive robot is elaborated with the generic behavioral model and the hierarchical relations among the behavioral processes of cognitive robots. Finally, a reference model of cognitive robots is derived. Wang concludes with applications of the reference model in robot authentication, computational intelligence, and automation systems.
A reference model of cognitive robots (RMCRs) is derived, which models cognitive robots by seven forms of intelligent behaviors at the imperative, autonomic, and cognitive layers from the bottom-up. This work has revealed that the relationships of the imperative, autonomic, and cognitive behaviors of cognitive robots are hierarchical and inclusive, where any lower layer behavior of a cognitive robot is a subset of those of a higher layer. In other words, any higher layer behavior is a natural extension of those of lower layers. Therefore, according to theRMCR, the necessary and sufficient conditions for implementing a cognitive robot are the possession of all seven behaviors at the three layers.
Michael R.W. Dawson From Embodied Cognitive Science To Synthetic Psychology (17240013,pdf)
Proceedings of the First IEEE International Conference on Cognitive Informatics (ICCI'02)
One new tradition that has emerged from early research on autonomous robots is embodied cognitive science. This paper describes the relationship between embodied cognitive science and a related tradition, synthetic psychology. It is argued that while both are synthetic, embodied cognitive science is anti-representational while synthetic psychology still appeals to representations. It is further argued that modern connectionism offers a medium for conducting synthetic psychology, provided that researchers analyze the internal representations that their networks develop. Some case studies that illustrate this approach are presented in brief.
Cognitive science is an intensely interdisciplinary study of cognition, perception, and action. It is based on the assumption that cognition is information processing, where information processing is generally construed as the rule-governed manipulation of data structures that are stored in a memory. As a result of this assumption, a basic aim of cognitive science is identifying the functional architecture of cognition – the primitive set of rules and representations that mediate thought.
Of course, not all researchers are comfortable with adopting this research program, because they have fundamental disagreements with this foundational assumption. For example, starting in the early 1980s many connectionists argued against the need to define information processing in terms that require explicit rules and representations. They pushed instead for a form of information processing that is more analog and more biologically plausible.
Alex S. Taylor Machine Intelligence
CHI 2009, April 4–9, 2009, Boston, Massachusetts, USA.
Under certain conditions, we appear willing to see and interact with computing machines as though they exhibited intelligence, at least an intelligence of sorts. Using examples from AI and robotics research, as well as a selection of relevant art installations and anthropological fieldwork, this paper reflects on some of our interactions with the kinds of machines we seem ready to treat as intelligent. Broadly, it is suggested that ordinary, everyday ideas of intelligence are not fixed, but rather actively seen and enacted in the world. As such, intelligence does not just belong to the province of the human mind, but can emerge in quite different, unexpected forms in things. It is proposed this opens up a new set of possibilities for design and HCI; examining the ways intelligence is seen and enacted gives rise to a very different way of thinking about the intersection between human and machine, and thus promotes some radically new types of interactions with computing machines.
What I want to do in this paper is ask how unremarkable things like toys and vacuum cleaners can be treated in these ways and what, if anything, this has to do with interactive system design. My intention is not to move from a position some might see as naively nostalgic to one propounding technological hyperbole. Rather, I hope to critically engage with what I believe to be the very real possibility of some significant transformations in computing technology, the consequences of which I will go onto argue have important implications for human-computer interactions.
Overall, the issues discussed in this paper can be summarized using four overarching themes. First, as a general theme, I’ve made a case for rethinking intelligence as both a topic of inquiry and a resource for design in HCI. Second, I’ve shown that the ways intelligence is seen and enacted in things can profoundly influence the interactions between human and machine. Third, I’ve proposed that various innovations in computing machines introduce new ways of thinking about intelligence and, consequently, challenge us to reconsider the human-machine interface. Fourth, I’ve suggested that reflecting on intelligence in these ways opens up a new and, perhaps, radically different set of possibilities for interactive design.
Yunsick Sung and Kyungeun Cho  Collaborative Programming by Demonstration in a Virtual Environment
IEEE INTELLIGENT SYSTEMS  march/April 2012
Programming by demonstration (PbD) lets robots imitate humans without needing to be programmed. PbD research helps integrate interactive robots or software agents into teams that include humans. For example, programming by cooperation (PbC) focuses on making robots learn tasks from humans by interacting and cooperating with them.

Robots and software agents must employ iterative learning to successfully interact with humans. PbD researchers investigating human-robot interactions try to reduce the time, labor, and cost associated with interactive learning, which they can achieve by carrying out the research in a virtual environment.

To apply the method to more complex environments with diverse humans and agents—as in real life—we need to model multiple humans for each task to reflect the need to cooperate with different people. Behavior learning and collaborative learning is then required using each human model. Once all the learning is completed, the robots and software agents each select a task and execute behaviors depending on that task.
Matthew Johnson, Jeffrey M. Bradshaw, Paul J. Feltovich, Robert R. Hoffman, Catholijn Jonker and Birna van Riemsdijk, Maarten Sierhuis Beyond Cooperative Robotics: The Central Role of Interdependence in Coactive Design
IEEE Intelligent Systems, vol. 26, no. 3, 2011, pp. 81–88

As automation becomes more sophisticated, the nature of its interaction with people will need to change in profound ways. Inevitably, software and robotic agents will become so capable that they will function less like tools and more like teammates. 
Many approaches to designing more team-like cooperation between humans and machines have been proposed, including function allocation, supervisory control, adaptive automation, dynamic task allocation, adjustable autonomy, mixed initiative interaction—most recently regrouped under the rubric of cooperative robotics. All these approaches rely on the levels of autonomy concept as the benchmark for machine performance and the criterion for decisions about human-machine task allocation. 
In this article, we argue that the concept of levels of autonomy is incomplete and insufficient as a model for designing complex human-machine teams, largely because it does not sufficiently account for the interdependence among their members. Building on a theory of joint activity, we introduce the notion of coactive design, an approach to human-machine interaction that takes interdependence as the central organizing principle among people and agents working together as a team.
Inon Zuckerman and Meirav Hadad  The Social Landscape: Reasoning on the Social Behavior Spectrum

IEEE INTELLIGENT SYSTEMS  march/April 2012
Proliferating social integration between humans  and computational entities increases the need for agent architectures that span the entire social behavior spectrum.
A society can be loosely defined as a group of individuals connected to each other in some form of persistent relationship. Humans’ social competence is the product of a long evolutionary process that provides individuals with the required skills to survive and flourish in a tight social structure.
Sociological models posit a spectrum of social interpersonal behavior, starting with altruistic behavior at one end (defined as increasing the other person’s outcome) and extending through cooperation (increasing both parties’ outcomes), individualism (increasing your own outcome), and competition (increasing your own outcome while decreasing your opponent’s outcome) to aggression (decreasing your opponent’s outcome without increasing your own, for the sole purpose of inflicting injury) at the other end.
While humans are socially competent by nature after a long evolutionary process, computational entities will need an explicit way to represent and reason about actions that have social implications. The SBA model is a BDI-based model that spans the entire social behavioral spectrum, as a first architectural step in that direction. From this point the obvious next step would be to implement a fully operational agent based on the suggested architecture. We are currently working in that direction by designing a game player that will be able to adapt and react to different types of social environment. Such experiments will allow us to study the strengths and limitations of the model in real-world examples.
Florian Mutter, Stefanie Gareis, Bernhard Sch¨atz, Andreas Bayha, Franziska Gr¨uneis, Michael Kanis, Dagmar Koss Model-Driven In-the-Loop Validation: Simulation-Based Testing of UAV Software Using Virtual Environments

2011 18th IEEE International Conference and Workshops on Engineering of Computer-Based Systems (4379a269.pdf)
With the availability of the off-the-shelf quadrocopter platforms, the implementation of autonomous unmanned aerial vehicle (UAV) has substantially been simplified. Such UAVs can explore unaccessible terrain and provide information about the local situation in a specified target area. For the early development of an autonomous aerial vehicle, virtual integration of the system makes it possible to test a software implementation without endangering the hardware or the environment. Key elements of such a virtual test environment for UAV software are the modeling and simulation of the environment and the hardware platform, as well as the integration of the software in the simulation.

The presented approach provides means of software-in-the-loop testing of autonomous UAVs, using virtual integration of the controlling software with a model of the platform and environment. In contrast to other approaches, it supports an efficient simulation of the behavior of an UAV covering the interaction between the UAV and its environment including complex sensors like ultrasonic range sensors. It furthermore provides means for the visualization of the results of the simulation.
“FALTER project website,” 2010, 

www.fortiss.org/en/research/software-systems-engineering/demonstrators/falter.html

Laurel D. Riek and Peter Robinson Challenges and Opportunities in Building Socially Intelligent Machines
IEEE SIGNAL PROCESSING MAGAZINE [146] MAY 2011
Researchers working in social computing, social signal processing, human-machine interaction, robotics, computer vision, computer security, or any other field concerned with the automatic analysis of (and response to) human behavior may be greatly aided by understanding the role context plays. Indeed, some might say that understanding social context is one of the grand challenges of these fields.

But how does context affect social behavior? And, further, as researchers how can we build autonomous systems that take advantage of this contextual information? This article will broadly introduce social context and discuss some of the challenges involved in building real-time systems that can process and respond to this contextual information.
[5] A. Vinciarelli, “Capturing order in social interactions

[social sciences],” IEEE Signal Processing Mag., vol. 26, no. 5, pp. 133–152, 2009.
[1] R. Jain and P. Sinha, “Content without context is meaningless,” 
Proc. ACM Multimedia (ACM-MM’10), 2010.
Alex Wright  Automotive Autonomy
communications of the acm | july 2011 | vol. 54 | no. 7   pp. 18-20

“Making a car drive is fundamentally a computer science issue, because you’re taking in vast amounts of data and you need to make decisions on that data,” he says. “You need to worry about noise, uncertainty, what the data entails.” For example, stray data might flow in from other cars, pedestrians, and bicyclists—each behaving differently and therefore requiring different handling.

“We changed the paradigm a bit toward map-based driving, whereby we don’t drive a completely unknown, unrehearsed road,” Thrun explains. Comparing real-time sensor inputs with previously captured data stored at Google enables the car’s algorithms to make more informed decisions and greatly reduce its margin of error.

J. L. McClelland  Cognitive Neuroscience
International Encyclopedia of the Social & Behavioral Sciences 2001 Elsevier Science Ltd.
The discipline has emerged in the 1990s at the interface between the neural sciences and the cognitive and computational sciences. On one side, it grows out of the traditions of cognitive psychology and neuropsychology, which use behavioral experiments to uncover the processes and mechanisms lying behind human cognitive functions, and of computational approaches within cognitive psychology, which rely on computational models to develop explicit mechanistic accounts of these functions. On the other side, it grows out of the traditions of behavioral, functional, and systems neuroscience, which use neurophysiological and neuroanatomical methods to explore the mechanisms underlying complex functions. It draws on findings and principles of cellular and molecular neuroscience. It joins these approaches with the use of new functional brain imaging methods, such as functional magnetic imaging (fMRI), positron emission tomography (PET), as well as other methods including electroencephalography (EEG) and magnetoencephalography (MEG), and with a growing research tradition in computational neuroscience.

Michael Meehan, Brent Insko, Mary Whitton, Dr. Frederick P. Brooks, Jr.   Physiological Measures of Presence in Virtual Environments
University of North Carolina  Chapel Hill, North Carolina, U.S.A.
Virtual environments (VEs) are the most advanced human-computer interfaces yet developed. Researchers, by the development of new methods, theories, and technologies, have endeavored to make effective VEs. The definition of effectiveness changes based on the application of the VE. For flight simulators, training transfer is important. For architectural walkthroughs, accurate perception of space is important. For treatment of phobias and post-traumatic stress disorders, presence – evoking in patients the feeling that they are near the source of their phobia or stress – is important. It is on this last concept, presence, that this paper focuses.
The concept of presence is difficult to define, and becomes even more so when one tries. Most of the definitions presented have discussed the concept of “being there” in a virtual environment. We define presence in this spirit as perceiving stimuli as one would perceive stimuli from the corresponding real environment. The stimuli that the user perceives come from the VE in our experiments.

To the degree that a virtual environment evokes presence (as defined above), it will evoke physiological responses similar to those evoked by the corresponding real environment, and greater presence will evoke a greater response. Hence, these physiological responses can serve as reliable, valid, multi-level sensitive, and objective measures of presence.
Mind and Brain
A Critical Appraisal of Cognitive Neuroscience
William R. Uttal
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Cognitive neuroscience explores the relationship between our minds and our brains, most recently by drawing on brain imaging techniques to align neural mechanisms with psychological processes. In Mind and Brain, William Uttal offers a critical review of cognitive neuroscience, examining both its history and modern developments in the field. He pays particular attention to the role of brain imaging--especially functional magnetic resonance imaging (fMRI)--in studying the mind-brain relationship. He argues that, despite the explosive growth of this new mode of research, there has been more hyperbole than critical analysis of what experimental outcomes really mean. With Mind and Brain, Uttal attempts a synoptic synthesis of this substantial body of scientific literature.

After an introductory discussion, he turns to his main theme: what neuroscience and psychology have contributed to each other. He considers specific empirical findings in such fields as sensation, perception, emotion and affect, learning and memory, and consciousness. For each field, he considers psychological and behavioral concerns that can help guide the neuroscienctific discussion; work done before the advent of imaging systems; and what brain imaging has brought to recent research. Cognitive neuroscience, Uttal argues, is truly both cognitive and neuroscientific. Both approaches are necessary and neither is sufficient to make sense of the greatest scientific issue of all: how the brain makes the mind.
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Creating Interactive Virtual Humans: Some Assembly Required

IEEE INTELLIGENT SYSTEMS JULY/AUGUST 2002
The future of androids remains to be seen, but realistic interactive virtual humans will almost certainly populate our near future, guiding us toward opportunities to learn, enjoy, and consume. The move toward sharable tools and modular architectures will certainly hasten this progress, and, although significant challenges remain, work is progressing on multiple fronts. The emergence of animation standards such as MPEG-4 and H-Anim has already facilitated the modular separation of animation from behavioral controllers and sparked the development of higher-level extensions such as the Affective Presentation Markup Language. Researchers are already sharing behavioral models such as BEAT and EMOTE. We have outlined only a subset of the many issues that arise, ignoring many of the more classical AI issues such as perception, planning, and learning. Nonetheless, we have highlighted the considerable recent progress towards interactive virtual humans and some of the key challenges that remain. Assembling a new virtual human is still a daunting task, but the building blocks are getting bigger and better every day.
Our ultimate goal is a modular architecture and interface standards that will allow researchers in this area to reuse each other’s work. This goal can only be achieved through a close multidisciplinary collaboration. Towards this end, the workshop gathered a collection of experts representing the range of required research areas, including

Human figure animation

Facial animation

Perception
Cognitive modeling
Emotions and personality
Natural language processing

Speech recognition and synthesis

Nonverbal communication
Distributed simulation

Computer games
People infuse their verbal and nonverbal behavior with emotion and personality, and modeling such behavior is essential for building believable virtual humans. Consequently, researchers have developed computational models for a wide range of applications. Computational approaches might be roughly divided into communication-driven and simulation-based approaches.
