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Abstract u(x, y.0)= f(xy) (x.y)OQ. (3)
where n is normal to image boundary . Filtered image

Diffusion filters are widely used to reduce noiseimages. In [1] a y(x,y,T) is the solution of this problemu(x,y,t) taken at
new d|ﬁu3|op methqd for mage fllterlng. baseq onorporatmg an {-1>0. Boundary condition (2) is used to preserve total
integral of image intensity over a point neighbartiointo the amount of intensity on filtered images
diffusion coefficient was suggested. Here we sigrtintroducing . -nsity o ges. . .

o e ) ) We modify diffusion coefficient by incorporating antegral of
two modified diffusion filters. Next we illustraten number of image intensity over a point nei hborhomﬂ )
images the advantages of modified filters companwith not image | ity ov pol '9 Xy
modified ones. In last section we introduce imadergening —}/2
method based on backward diffusion problem. We cmestant Y\ 2 (-
diffusion coefficient and coefficient constructedsing the D(x,y,u)— 1+ J.u(s, p,t)dsdp A>0,
incorporating an integral of image intensity over point o(xy) (4)
neighborhood. Benefits of using modified filter shmon the set of U(s 5 t)— {u(s, p,t) (s, p)Da

images. -
Keywords: image filtering, image sharpening, diffusion methods. 0 (S’ p) 0Q.

1. INTRODUCTION In this case diffusion filter will be defined atfollowing

-1
There are various applications of diffusion filtegi[2-4]. One of the , = gjiy| | 1+ A2 [U(s,p.t)dsdp | Oul (x,y)0Q,t>0, ()
most popular applications is de-noising [5-7]. Faempts to add of(x.y)

boundary preserving properties to diffusion wergoiduced in [8-

9]. Authors used special diffusion coefficients,igthwere slowing ou -0.t>0 6
down diffusion in high-gradient areas. This apploaas developed on|r ' ' ®)
in further works, for example [10-12] and [1]. —

During diffusion filtering image is smoothing. Thmise level is u(x, y0)= f(x y). (xy)oQ @

reduced, but important features, like edges alalsred. To slow
down Smoothing process on ObjECtS, preserving noésaoval In the same we can mOdIfy diffusion filter deflnh}d the fO”OWing
properties, we modify the diffusion coefficient. eltiarget image Problem

class, which we use in our research, is images teith and high- o 2( 2)
. . - . =div| D[ |Of|” |O 0Q,t>0,
contrast noise. In this case important objectskdaek letters on Ut 'V( | | v (X’ y) ' ' ®)
white background. White color we assume to have zetensity ou
value. We use an integral of image intensity overpaint an =0,t>0, 9)
n
r

neighborhood as a ‘noise detector’. The idea i$ ithtéhe integral
value of image intensity over a point neighborhaschigh such u(x,y,O): f(X, y), (x, y)[|§_ (10)
point is most likely belongs to an object. If tikeigral value is low

h
the point should be treated as a noise and sheuidusred. where -y
In this paper we show that using integral-basedtiaddto diffusion D(lDflz) = (1+ /]2||jf|2j 2 1>0. (1)
coefficient in different diffusion methods could pmove its
properties on target image class. We modify it as the previous by incorporating ategral of image
intensity over a point neighborhood
2. DIFFUSION FILTERING USING INTEGRAL- 1
BASED DIFFUSION COEFFICIENT ) o2
up =div| | 1+ A% 0f | Iﬁ(s, p,t)dsdp| Oul,
Let initial monochrome imagef (x, y) defined on rectangular o(ky) (12)
domain Q ={(x,y),0< x<a,0< y<b} with boundaryT . Linear ’
diffusion filter, Gaussian filter analog, with cdast diffusion (X’ y)[IQ,t> 0,
coefficient D is defined by the following problem oul _ 0.t>0 (13)
on|-
-n2 _
u =D%Au, (x,y)0Q,t>0, @ u(x,y,0)= f(x y) (x y)oQ (14)
oul _
%r =0.t>0 @ Since we used new diffusion coefficient the modifigiffusion

equations (5) and (12) become nonlinear.
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3. COMPARING FILTERED IMAGES

To compare images filtered by initial and modifiéiters we use
method suggested in [1]. Filtering time, the bdier parameter is
selected by the following algorithm:

« On original image we choose noisy area withoefulsobjects.
This area represented by the rectangle on thegfiglia and 2a.

* Next step is calculating integral of module geadivalue from
current solution over selected ar€a (shown on original images la

and 2a as red rectangleI):ﬂDu(x,thx. Calculated V(t) we

call ‘noise volume’. It represents value of imageensity variation
in calculation area. Since in this section we ussitjve diffusion

coefficient the ‘noise volume’ functioV (t) is decreasing in time
and tends to zero.

* Then we set desired value of ‘noise volume’, whwee want to

reach.

« On every time step we calculate(t) value. Diffusion process
goes until we reach desired ‘noise volume’ in deldécarea of
filtering image.

Calculations were performed based on the same meahascheme
as in [1]. Implicit numeric scheme is used. All thenlinear parts
are calculated on previous step by the time. Thetisa is found by

the matrix sweep method. Local environmeik,y) is the square
3x3 pixels. Integral calculated using cubature falanon 9-point

template.
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Fig. 1la. Original image

Flg 1b Image filtered usmg (2)-(3). ‘noise volum¥ =55
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Fig. 1c. Image filtered using (5)-(7)4 = 0.1,
‘noise volume’V =55
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Flg 2b Image filtered using (8)-(10)d = 004,

‘noise volume’V =117
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Fig. 2c. Image filtered using (12)-(14) = 004,
‘noise volume’V =117

Figures la and 2a represent original noisy imag#s specified
area there we calculate ‘noise volume’. On figutbs1c, 2b and
2c we show filtered images. Image on figure lbefdd using
Gaussian filter and image on figure 1c using fitlefined by the
problem (5)-(7). Noise volum& in the selected area is the same
for the both images. Image filtered by (8)-(10¥l®wn on figure
2b and filtering results of modified filter (12)4}Lare represented
on figure 2a. As the same as in previous calcuiatibe ‘noise
volume’ value is the same for both filtered images.

These results allow us to say that incorporatingjtemhal integral-
based noise detector into diffusion coefficient |doprovide some
advantages in comparison with original diffusidtefing methods.

4. IMAGE SHARPENING

There are many reasons why images are not shacpuld be bad
focusing or low photosensitivity of the image captg device, lack
scene illumination or problems in image reproductaycle. Image
processing like smoothing could also reduce imag#rast. The
goal of sharpening image is increasing contrastvésen useful
objects and environment.
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One of the sharpening methods is based on solvagkvards
diffusion problem:

u =D2Au, (x,y)0Q,t<T, (15)
oul _
%F—O,KT, (16)
ulx y.T)=4(xy), (x y)oQ. )

It is well known that noted problem (15)-(17) inngeal is ill posed.
To solve this problem the quasiinversion methodletdwe used
[13].

Let original image¢(x,y) defined on domainQ with boundary
I . Image u(x, y,to), the solution of the following problem, taken

at t, >0 is contrasted analog af(x, y)

u =-D?Au- aA(DZAu), (x,y)0Q,t>0, (18)
U-=0 Au_=0 t>0T =0Q, (19)
u(x y.0)=¢(xy), (xy)oQ. (20)

During sharpening by the mentioned method conisstcreasing

equally in all points. But useful objects have ®dontrasted more
than noise. Like in methods based on forward diffugproblem we

include special ‘noise detector’ into sharpeningthod. We

incorporate an integral of image intensity ovewmpneighborhood
into the diffusion coefficient.

1+ 4% | (s, p,t)dsdp 1)
o(xy)
Let define the nonlinear diffusion operator
Alu)=-div | 1+ IU(S, p,t)dsdp [Ou (22)

o(xy)

So modified sharpening method is defined by thdowihg
problem:

U = A(u)+ a A2 (u) (x, y)DQ >0, (23)
u =0, A(u]r =0,t>0,I =9Q, (24)
u(x, y,O) :¢(x, y), (x, y)l]ﬁ. (25)

5. COMPARING SHARPENING METHODS

To be able to correctly compare both methods wel wpecial
algorithm to calculate moment in time when we fikefed

images. We calculated maximum of gradient moduleoidginal

image and on filtering image. We stop when maxinuimgradient
module value on current image became more theretlager then
initial one. By using this stop strategy we avadgke oscillations
caused by ill-posedness of basic problem. We asmulated the
value of regularization parameter by straightforward
enumeration in order to reduce oscillations. Foitmwvfigures
illustrates the advantages of modified filter.
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Fig. 3a. Original image

This section contains sample applications
that demonstrate how to use managed code
extensions to take advantage of features
available in Microsoft Office Word 2003 and
Microsoft Office Excel 2003. The code in
each sample illustrates the syntax and struc-
ture of the underlying technology. Sample
abstracts contain instructions for munning
each sample as well as design notes on how
the sample was created.

Fig. 3b. Image contrasted using (18)-(20).= 001, a=0.2

Thus section contains sample applications
that demonstrate how to use managed code
extensions to take advantage of features
available in Microsoft Office Word 2003 and
Microsoft Office Excel 2003. The code in
each sample 1llustrates the syntax and struc-
ture of the underlying technology. Sample
abstracts contamn instructions for running
each sample as well as design notes on how
the sample was created.

Fig. 3c. Image contrasted using (23)-(25).= 001, a=0.2.

Figure 3a contains original blurred image. Imagerganing results
are represented on figures 3b and 3c. Figure 3lwshacture
processed using sharpening method based on thiepr¢b8)-(20).
Image sharpened by modified nonlinear diffusiotefil(23)-(25) is
represented on figure 3c.
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6. CONCLUSION

In this work we show that useful properties coulel ddded to
different diffusion-based filtering and sharpenimgethods by
including information about integral local interysitVe introduced
new image sharpening method which is based ondaier partial
differential equation and shown its advantagesfutnre work we
focus on anisotropic diffusion filtering and inclad nonlinear
source function into diffusion equation. This witbmbination of
using integral-based noise detector should prodiitexing and
sharpening methods with new properties. Also we ebigy
algorithms, which could be used to calculate filfgsrameters
automatically.
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